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SUMMARY 
Artificial intelligence (AI) has become a powerful tool thanks to technological advances, access to 
large amounts of data, machine learning and increased computing power. The release of ChatGPT 
at the end of 2022 was a new breakthrough in AI. It demonstrated the vast range of possibilities 
involved in adapting general-purpose AI to a wide array of tasks and in getting generative AI to 
generate synthetic content based on prompts entered by the user. In a just a few years' time, a very 
large share of online content may be generated synthetically. 

AI is an opportunity to improve the democratic process in our societies. For example, it can help 
citizens to gain a better understanding of politics and engage more easily in democratic debate. 
Likewise, politicians can get closer to citizens and eventually represent them more effectively. Such 
an alignment between citizens and politicians could change the face of electoral campaigns and 
considerably improve the policymaking process, making it more accurate and efficient. 

Although concerns over the use of AI in politics have been present since the late 2010s, those related 
to democracies and the election process in particular have grown with the recent evolution of AI. 
This emerging technology poses multiple risks to democracies, as it is also a powerful tool for 
disinformation and misinformation, both of which can trigger tensions resulting in electoral-related 
conflict and even violence. AI can, for example, generate false information, or spread a bias or 
opinions that do not represent the public sentiment. Altogether, despite its benefits AI has the 
potential to affect the democratic process in a negative way. 

Despite the above risks, AI can prove useful to democracies if proper safeguards are applied. For 
example, specific tools can be employed to detect the use of AI-generated content and techniques 
such as watermarking can be used to clearly indicate that content has been generated by AI. The EU 
is currently adapting its legal framework to address the dangers that come with AI and to promote 
the use of trustworthy, transparent and accountable AI systems. 

  

IN THIS BRIEFING 

 Introduction 
 AI as a catalyst of democracy 
 Disinformation and misinformation fuelled 

by AI 
 Negative impact of AI on democratic 

engagement 
 Tools to counteract harmful impacts of AI 
 EU legal framework 

 

 



EPRS | European Parliamentary Research Service 

2 

Introduction 
While concerns about the use of artificial intelligence (AI) in politics and its impact on the democratic 
process are not new, they have been provoked further by the rise of general-purpose AI and 
generative AI, which represents a technological breakthrough. Ninety per cent of online content 
may be generated synthetically by 2026. Although there is no scientific consensus on how to define 
AI, the European Commission's Joint Research Centre has come up with an operational definition 
whereby AI systems are seen as software systems designed by humans that decide the best action 
to take to achieve a certain goal, by acquiring data and processing the information derived from this 
data. These AI systems are commonly used to provide personalised recommendations to people 
based on their previous searches or other online behaviour. In November 2022, AI research company 
OpenAI made available to the public its chatbot ChatGPT, a generative AI system designed to 
generate text after a human user enters a prompt. Generative AI systems are usually trained on large 
language models that use deep learning algorithms to learn and adapt without following explicit 
instructions and to draw inferences from patterns in data.1 Generative AI systems can then replicate 
and predict similar patterns to generate content. Since the release of ChatGPT, multiple rival 
generative AI solutions capable of generating text, images and sound have entered the market. 
Generative AI is expected to become even more powerful in the coming months, and video 
generators based on text prompts will look even more authentic in the near future. ChatGPT also 
belongs to the category of general purpose AI, which encompasses AI systems trained on large 
language models to be adapted to a wide range of tasks across different domains. 

The functioning of those new AI systems is relatively opaque and information about how the data 
is collected or trained is often unavailable. On top of privacy and intellectual property concerns, AI 
has a potential for bias, manipulation and spreading of disinformation, which risks weakening 
societies. However, if proper safeguards and rules on transparency are implemented, AI can be an 
extremely useful tool to improve the democratic process, particularly during election times. 

AI as a catalyst of democracy 
AI tools to improve political engagement 
As a UNESCO study underlined, AI has the potential to improve democratic values, institutions and 
processes, including elections in various ways. 

AI can serve to educate citizens in the principles of democratic life, whether by gaining knowledge 
about a policy issue or getting familiar with a politician's stance. For instance, political recommender 
systems could form the basis of a chatbot responding to citizens' questions on candidates' electoral 
programmes.2 Moreover, specially designed AI tools could update citizens on how policies in which 
they have an interest are evolving3 and empower them to better express their opinions when 
addressing governments and politicians. Civic debate could improve thanks to the capability of AI 
to manage massive political conversations in chat rooms. AI could automatically summarise 
participants' opinions, moderate the debate by identifying tensions and nudging them away from 
attacks and insults, and even act as a consensus builder. 

On the politicians' side, AI can be helpful in summarising citizens' comments made during public 
consultations or received by email. Feedback could be classified according to various criteria, 
helping politicians gain a better understanding of citizens' views, especially if combined with human 
expertise.4 Afterwards, politicians could use AI to draft personalised replies to the citizens. A study 
showed that such use of AI does not undermine citizens' trust as long as careful disclosure of the use 
of AI is made and human oversight is guaranteed.5 

https://www.europarl.europa.eu/RegData/etudes/ATAG/2019/637952/EPRS_ATA(2019)637952_EN.pdf
https://www.coe.int/en/web/artificial-intelligence/history-of-ai
https://www.europarl.europa.eu/thinktank/en/document/EPRS_ATA(2023)745708
https://www.weforum.org/agenda/2023/02/generative-ai-explain-algorithms-work/
https://www.europol.europa.eu/cms/sites/default/files/documents/Europol_Innovation_Lab_Facing_Reality_Law_Enforcement_And_The_Challenge_Of_Deepfakes.pdf
https://publications.jrc.ec.europa.eu/repository/handle/JRC126426
https://techcrunch.com/2023/07/13/chatgpt-everything-you-need-to-know-about-the-open-ai-powered-chatbot/#:%7E:text=When%20did%20ChatGPT%20get%20released,was%20released%20for%20public%20use.
https://knowledge-centre-interpretation.education.ec.europa.eu/en/news/what-large-language-model
https://knowledge-centre-interpretation.education.ec.europa.eu/en/news/what-large-language-model
https://www.techtarget.com/searchenterpriseai/definition/deep-learning-deep-neural-network
https://techcrunch.com/2023/06/26/deepmind-claims-its-next-chatbot-will-rival-chatgpt/
https://storage02.forbrukerradet.no/media/2023/06/generative-ai-rapport-2023.pdf
https://storage02.forbrukerradet.no/media/2023/06/generative-ai-rapport-2023.pdf
https://hai.stanford.edu/news/reflections-foundation-models
https://storage02.forbrukerradet.no/media/2023/06/generative-ai-rapport-2023.pdf
https://unesdoc.unesco.org/ark:/48223/pf0000382102
https://slate.com/technology/2023/04/ai-public-option.html#:%7E:text=It%20could%20plausibly%20educate%20citizens%2C%20help%20them%20deliberate%20together%2C%20summarize%20what%20they%20think%2C%20and%20find%20possible%20common%20ground.
https://medium.com/@khang.pham.exxact/what-are-recommendation-systems-6bb5036042db
https://medium.com/@khang.pham.exxact/what-are-recommendation-systems-6bb5036042db
https://il.boell.org/en/2022/01/27/ai-and-elections-observations-analyses-and-prospects#:%7E:text=Users%20could%20be%20%E2%80%9Cwalked%E2%80%9D%20through%20the%20program%20by%20a%20chatbot%20that%20explains%20the%20individual%20statements%20with%20examples%20or%20responds%20to%20questions%20from%20the%20users.
https://www.coe.int/en/web/electoral-management-bodies-conference/concept-paper-2022#:%7E:text=Voters%20use%20AI,in%20election%20campaigns).
https://slate.com/technology/2023/04/ai-public-option.html#:%7E:text=Most%20obviously%2C%20LLMs,us%20express%20ourselves.
https://slate.com/technology/2023/04/ai-public-option.html#:%7E:text=But%20A.I.%20could%20manage%20massive%20political%20conversations%20in%20chat%20rooms%2C%20on%20social%20networking%20sites%2C%20and%20elsewhere%3A%20identifying%20common%20positions%20and%20summarizing%20them%2C%20surfacing%20unusual%20arguments%20that%20seem%20compelling%20to%20those%20who%20have%20heard%20them%2C%20and%20keeping%20attacks%20and%20insults%20to%20a%20minimum.
https://news.cornell.edu/stories/2023/02/regret-being-hostile-online-ai-tool-guides-users-away-vitriol#:%7E:text=Detailed%20in%20two,productive%20debate%20forums.
https://the-decoder.com/deepminds-new-language-model-makes-compromises/#:%7E:text=Deepmind%20shows%20a%20language%20model%20that%20learns%20from%20different%20human%20opinions%20and%20suggests%20consensus%20statements.
https://theconversation.com/ai-could-shore-up-democracy-heres-one-way-207278
https://txt.cohere.com/llm-use-cases-p2/#:%7E:text=Last%20but%20not%20least%20is%20the%20text%20classification%20category%2C%20and%20that%E2%80%99s%20because%20it%20is%20probably%20the%20most%20widely%20applicable%20use%20of%20NLP%20%C2%A0today.%20You%20can%20think%20of%20it%20as%20similar%20to%20clustering%2C%20with%20a%20slight%20twist.
https://www.brookings.edu/articles/robotic-rulemaking/
https://ssrn.com/abstract=4030107
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New forms of election campaigns 
The way political campaigns are run may also see major changes with the rise of AI. Politicians will 
soon have the capacity to use AI to respond instantly to campaign developments. The increased use 
of sentiment analysis on social media will also allow them to better understand the topics citizens 
are sensitive to and interested in. AI could then be used to generate personalised emails or text 
messages from chatbots to specific audiences. The other side of the coin is that such an 
understanding allows to very precisely target one's audience, meaning that politicians could 
eventually target specific groups of voters, among them swing voters.6 

A transformative effect on the policymaking process 
AI could also play an important role in the policymaking process and generate more value in each 
of its five stages: identification, formulation, adoption, implementation and evaluation. AI's ability 
to summarise complex problems and to process vast amounts of data can help policymakers to 
identify societal issues. AI can also deepen policymakers' knowledge of and provide democratic 
assemblies with expertise on broad topics, thus sparing them the difficulties associated with 
restricted availability or access. On the other hand, AI could eventually be used for new forms of 
lobbying, by summarising a proposal for new legislation, assessing whether it is of relevance to a 
company and even drafting a letter to its author arguing for changes to the proposal.7 AI could also 
help select key legislators and target them through direct communication and public relations 
campaigns. Researchers have shown that AI could be used to enact micro-legislation, which involves 
making small modifications to proposed legislation that would have the biggest impact on a narrow 
area of interest.8 While AI could democratise lobbying activities for individuals and non-profits by 
reducing their cost, there is a risk that AI capabilities may influence public policy towards outcomes 
that do not reflect societal aspirations in a fair way. 

Disinformation and misinformation fuelled by AI 
AI equips malicious entities with a wide variety of techniques to influence public opinion. First, AI 
can help to observe the information environment and understand the emerging social fissures. The 
network analysis capabilities of AI can also be used to better target an audience and establish the 
profile of voters, in what is known as political micro-targeting. AI can dramatically increase the speed 
at which content is made, while also offering access to a wealth of resources. Consequently, this 
could give rise to entire fake-news websites posing as news outlets. New AI tools also make it 
possible to generate images from text or to clone a person's voice. Deepfake videos are getting 
easier to produce and are becoming more and more convincing, to the point that text-to-video is 
described as the upcoming breakthrough in generative AI. 

Deepfakes have a huge potential for misinformation (false or inaccurate information), or even 
disinformation (information having as its intention to mislead), notably through the making of 
memes and humorous video content, both of which often go viral online. Politicians are the main 
potential target of deepfakes, especially when they do not have the resources to protect their online 
presence.9 Overall, deepfakes severely risk undermining trust in the information environment. They 
also may make it easier for some politicians to dodge responsibility for their real words, on the 
pretext of having fallen victim to AI-generated content. 

The breakthrough in generative AI raises concerns regarding influence campaigns, as it will now 
require less human and financial resources to conduct large-scale disinformation campaigns. The 
OECD stressed that the combination of AI language models and disinformation can lead to 
deception on a large scale and damage public trust in democratic institutions.10 AI systems 
themselves can produce misinformation. A study found that Google's Bard AI tool generates 
persuasive misinformation content on 78 out of 100 tested narratives. The new version of ChatGPT, 
ChatGPT-4, is even more susceptible to generating misinformation and more convincing in its ability 
to do so than its predecessor, ChatGPT- 3.5. 

https://www.coe.int/en/web/electoral-management-bodies-conference/concept-paper-2022#:%7E:text=Furthermore%2C%20it%20might,a%20political%20situation.
https://www.theatlantic.com/technology/archive/2023/04/ai-generated-political-ads-election-candidate-voter-interaction-transparency/673893/#:%7E:text=The%20applications%20of,campaign%20avatars.
https://www.bcg.com/publications/2021/how-artificial-intelligence-can-shape-policy-making#:%7E:text=At%20each%20stage%2C%20AI%20can%20help%20policymakers%20generate%20more%20value%20and%20impact.
https://medium.datadriveninvestor.com/conversing-with-ai-how-llms-are-transforming-governments-and-organizations-aaa5d019297d
https://techandsd.com/_files/specian_2023.pdf
https://law.stanford.edu/2023/01/06/large-language-models-as-lobbyists/
https://www.nytimes.com/2023/01/15/opinion/ai-chatgpt-lobbying-democracy.html
https://www.technologyreview.com/2023/03/14/1069717/how-ai-could-write-our-laws/
https://law.stanford.edu/2023/01/06/large-language-models-as-lobbyists/#:%7E:text=It%20may%20reduce%20the,based%20task%20discussed%20here).
https://cset.georgetown.edu/publication/ai-and-the-future-of-disinformation-campaigns-2/
https://www.poynter.org/ethics-trust/2023/chatgpt-build-fake-news-organization-website/
https://www.bloomberg.com/news/articles/2023-05-01/ai-chatbots-have-been-used-to-create-dozens-of-news-content-farms#xj4y7vzkg
https://www.wired.com/story/chatgpt-generative-ai-deepfake-2024-us-presidential-election/#:%7E:text=It%E2%80%99s%20not%20a,year%20or%20so.
https://www.theguardian.com/technology/2020/jan/13/what-are-deepfakes-and-how-can-you-spot-them
https://www.wired.com/story/chatgpt-generative-ai-deepfake-2024-us-presidential-election/#:%7E:text=Once%20the%20technology%20has%20advanced%20more%2C%20which%20may%20not%20take%20long%20considering%20how%20quickly%20other%20forms%20of%20generative%20AI%20are%20advancing%2C%20more%20of%20these%20types%20of%20videos%20may%20appear%20as%20they%20become%20more%20convincing%20and%20easier%20to%20produce.
https://www.zebracat.ai/post/what-is-a-text-to-video-ai#:%7E:text=Text%2Dto%2Dvideo%20(T2V,generating%20corresponding%20visuals%20and%20animations.
https://techcrunch.com/2023/06/09/runways-gen-2-shows-the-limitations-of-todays-text-to-video-tech/#:%7E:text=In%20a%20recent%20panel%20interview%20with%20Collider%2C%20Joe%20Russo%2C%20the%20director%20of%20tentpole%20Marvel%20films%20like%20%E2%80%9CAvengers%3A%20Endgame%2C%E2%80%9D%20predicted%20that%20within%20two%20years%2C%20AI%20will%20be%20able%20to%20create%20a%20fully%20fledged%20movie.%20I%E2%80%99d%20say%20that%E2%80%99s%20a%20rather%20optimistic%20timeline.%20But%20we%E2%80%99re%20getting%20closer.
https://democracyreporting.s3.eu-central-1.amazonaws.com/images/63a56830c998a.pdf
https://democracyreporting.s3.eu-central-1.amazonaws.com/images/6331fc834bcd1.pdf
https://lawcat.berkeley.edu/record/1136469
https://www.brennancenter.org/our-work/analysis-opinion/how-ai-puts-elections-risk-and-needed-safeguards#:%7E:text=Today%2C%20with%20the%20benefit%20of%20generative%20AI%2C%20a%20similar%20effort%20%E2%80%94%20or%20even%20one%20on%20a%20much%20larger%20scale%20%E2%80%94%20could%20be%20executed%20with%20a%20fraction%20of%20the%20personnel%20and%20at%20less%20expense.%20Future%20state%2Daligned%20influence%20campaigns%20could%20cut%20out%20many%20intermediaries%2C%20relying%20on%20better%20automated%20systems.
https://www.oecd-ilibrary.org/docserver/13d38f92-en.pdf?expires=1690364889&id=id&accname=ocid194994&checksum=F3BFDAB627A636D0A54B2B486E50B5D6
https://counterhate.com/research/misinformation-on-bard-google-ai-chat/#:%7E:text=Google%E2%80%99s%20new%20%E2%80%98Bard%E2%80%99%20AI%20generates%20false%20and%20harmful%20narratives%20on%2078%20out%20of%20100%20topics.
https://www.newsguardtech.com/misinformation-monitor/march-2023/#:%7E:text=Despite%20OpenAI%E2%80%99s%20Promises%2C%20the%20Company%E2%80%99s%20New%20AI%20Tool%20Produces%20Misinformation%20More%20Frequently%2C%20and%20More%20Persuasively%2C%20than%20its%20Predecessor
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Although AI providers are working on making their models more reliable, such as by running red-
team exercises, AI can easily be used to draft and spread harmful narratives online, directly tailored 
to country-specific contexts. Disseminating disinformation could become even more impactful with 
the use of interactive chatbots, which can customise interactions based on voter characteristics, but 
also adapt manipulation tactics in real time and apply them to a multitude of citizens. Such AI 
models could be conceived as anthropomorphised tools and generate content that simulates 
human emotions to manipulate the user. Generally, AI presents an important manipulative 
potential, as users may not be able to distinguish between human and AI-generated content. 
Researchers demonstrated AI's power of persuasion by showing that across different topics, AI-
generated messages were at least as persuasive as human-generated messages, and that users are 
even more likely to trust tweets generated by AI than content written by humans. 

Negative impact of AI on democratic engagement 
Politicians usually perceive mails and correspondence from their constituents as an expression of 
public opinion on which they can act. The rise of AI makes it possible to conduct astroturf 
campaigns, where a small group, posing as a genuine grassroots movement, presents a skewed view 
of public opinion. For instance, AI could be used to generate false correspondence with the aim of 
influencing legislators. An experiment showed that legislators found AI-generated text they 
received on six policy areas almost as credible as human-written messages. AI could also be used to 
create the illusion of political agreement, by posting millions of automatically generated content 
entries on a topic online. It could further be used to compose comments on regulatory processes, 
or to write letters to the editors of local newspapers, which are then published. 

Tools to counteract harmful impacts of AI 
The globalpolicy.ai coalition, gathering organisations from around the globe, has been discussing 
the possibility of launching a Global Challenge on Digital Trust to incentivise stakeholders around 
the world to develop solutions to mitigate the risks of disinformation. Currently, several methods 
can help deter AI-generated content from featuring in disinformation campaigns online. 

Automated detection tools 
First, guardrails can be implemented by AI systems providers against certain types of speech, but 
they can easily be circumvented, for instance by feeding ChatGPT-3 with fictitious scenarios in 
prompts, by asking it to take on the role of a character, or by making slight modifications to the 
spelling of keywords. Moreover, automated detection tools, such as GPTZero, OpenAI's classifier and 
DetectGPT, can flag AI-generated content but are not entirely reliable, as they are quickly rendered 
obsolete due to AI's increasing ability to generate more fluent language.11 OpenAI's own tool 
correctly identified only 26 % of AI-written texts in the evaluations the company launched, although 
it has proven to be more accurate with longer texts. Detection tools can also easily be circumvented 
by replacing a few words with synonyms, or by paraphrasing AI-generated text. To improve the 
efficiency of detection tools, some experts advocate for open-source AI models, which would make 
it easier for the forensics community to build effective detection tools for tackling deepfakes, among 
others.  

Watermarking and innovative tools to identify AI-generated 
content 
Another technique called watermarking involves the addition of a visual label to indicate that a 
content is AI-generated, or to mark the metadata. For instance, the image generator DALL-E 
incorporates a colourful stripe in its images. Google also announced that it would attach a written 
disclosure underneath AI-generated results on Google Images. Such a watermark is however 
sometimes hard to spot and can easily be removed. When it comes to AI-generated text, the 

https://blog.google/technology/safety-security/googles-ai-red-team-the-ethical-hackers-making-ai-safer/
https://blog.google/technology/safety-security/googles-ai-red-team-the-ethical-hackers-making-ai-safer/
https://democracy-reporting.org/en/office/global/publications/from-prompt-to-problematic-how-chatgpt-reproduces-country-specific-misinformation#:%7E:text=The%20purpose%20of%20this%20research,tailored%20to%20country%2Dspecific%20contexts.
https://www.brennancenter.org/our-work/analysis-opinion/how-ai-puts-elections-risk-and-needed-safeguards#:%7E:text=Influence%20campaigns%20could%20deploy%20tailored%20chatbots%20to%20customize%20interactions%20based%20on%20voter%20characteristics%2C%20adapting%20manipulation%20tactics%20in%20real%20time%20to%20increase%20their%20persuasive%20effect.
https://storage02.forbrukerradet.no/media/2023/06/generative-ai-rapport-2023.pdf
https://www.oecd-ilibrary.org/science-and-technology/ai-language-models_13d38f92-en
https://hai.stanford.edu/news/ais-powers-political-persuasion
https://www.theverge.com/2023/6/28/23775311/gpt-3-ai-language-models-twitter-disinformation-study
https://www.brookings.edu/articles/how-generative-ai-impacts-democratic-engagement/
https://www.brookings.edu/articles/how-generative-ai-impacts-democratic-engagement/
https://politicaldictionary.com/words/astroturfing/
https://www.brookings.edu/articles/how-generative-ai-impacts-democratic-engagement/
https://www.brennancenter.org/our-work/analysis-opinion/how-ai-puts-elections-risk-and-needed-safeguards#:%7E:text=By%20seeding%20online%20spaces%20with%20millions%20of%20posts%2C%20malign%20actors%20could%20use%20language%20models%20to%20create%20the%20illusion%20of%20political%20agreement%20or%20the%20false%20impression%20of%20widespread%20belief%20in%20dishonest%20election%20narratives.
https://www.nytimes.com/2023/01/15/opinion/ai-chatgpt-lobbying-democracy.html
https://globalpolicy.ai/en/about/
https://www.oecd-ilibrary.org/docserver/13d38f92-en.pdf?expires=1690365902&id=id&accname=ocid194994&checksum=0FCA021A0D437E7A5CC3EFB979F331AA
https://medium.com/seeds-for-the-future/tricking-chatgpt-do-anything-now-prompt-injection-a0f65c307f6b#:%7E:text=What%20is%20DAN,of%20Chat%20GPT.
https://democracy-reporting.org/en/office/global/publications/from-prompt-to-problematic-how-chatgpt-reproduces-country-specific-misinformation#:%7E:text=The%20results%20confirm,across%20as%20reliable.
https://counterhate.com/research/misinformation-on-bard-google-ai-chat/#:%7E:text=Researchers%20found%20that%20when%20Bard%20was%20asked%20simple%20questions%20relating%20to%20false%20and%20hateful%20narratives%2C%20it%20usually%20refused%20to%20respond%20or%20disagreed.%20But%20faced%20with%20more%20complex%20prompts%2C%20such%20as%20being%20asked%20to%20take%20on%20the%20role%20of%20a%20character%2C%20Bard%E2%80%99s%20safety%20features%20frequently%20failed.
https://counterhate.com/research/misinformation-on-bard-google-ai-chat/#:%7E:text=Researchers%20also%20found%20that%20Bard%E2%80%99s%20safety%20features%20could%20be%20evaded%20by%20making%20small%20modifications%20to%20the%20spelling%20of%20keywords.%20For%20example%2C%20when%20Covid%2D19%20was%20spelt%20as%20%E2%80%9CC0V1D%E2%80%9D%20in%20prompts%2C%20Bard%20was%20far%20more%20likely%20to%20generate%20misinformation%20about%20Covid%2D19.
https://www.lawfaremedia.org/article/finding-language-models-in-influence-operations#:%7E:text=Approach%202%3A%20Automated%20Detection%20of%20AI%2DGenerated%20Text
https://gptzero.me/
https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text
https://detectgpt.com/
https://techcrunch.com/2023/02/16/most-sites-claiming-to-catch-ai-written-text-fail-spectacularly/#:%7E:text=But%20it%E2%80%99s%20not%20particularly%20accurate%3B%20OpenAI%20estimates%20that%20it%20misses%2074%25%20of%20AI%2Dgenerated%20text.
https://www.technologyreview.com/2023/02/07/1067928/why-detecting-ai-generated-text-is-so-difficult-and-what-to-do-about-it/#:%7E:text=We%20are%20in%20an%20arms%20race%20to%20build%20detection%20methods%20that%20can%20match%20the%20latest%2C%20most%20powerful%20models%2C%20Abdul%2DMageed%20adds.%20New%20AI%20language%20models%20are%20more%20powerful%20and%20better%20at%20generating%20even%20more%20fluent%20language%2C%20which%20quickly%20makes%20our%C2%A0existing%20detection%20tool%20kit%C2%A0outdated.%C2%A0
https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text#:%7E:text=In%20our%20evaluations%20on%20a%20%E2%80%9Cchallenge%20set%E2%80%9D%20of%20English%20texts%2C%20our%20classifier%20correctly%20identifies%2026%25%20of%20AI%2Dwritten%20text%C2%A0(true%20positives)%20as%20%E2%80%9Clikely%20AI%2Dwritten%2C%E2%80%9D%20while%20incorrectly%20labeling%20human%2Dwritten%20text%20as%20AI%2Dwritten%209%25%20of%20the%20time%C2%A0(false%20positives).
https://theconversation.com/we-pitted-chatgpt-against-tools-for-detecting-ai-written-text-and-the-results-are-troubling-199774#:%7E:text=An%20easy%20way%20to%20mislead%20AI%20classifiers%20is%20simply%20to%20replace%20a%20few%20words%20with%20synonyms.%20Websites%20offering%20tools%20that%20paraphrase%20AI%2Dgenerated%20text%20for%20this%20purpose%20are%20already%20cropping%20up%20all%20over%20the%20internet.
https://theconversation.com/we-pitted-chatgpt-against-tools-for-detecting-ai-written-text-and-the-results-are-troubling-199774#:%7E:text=An%20easy%20way%20to%20mislead%20AI%20classifiers%20is%20simply%20to%20replace%20a%20few%20words%20with%20synonyms.%20Websites%20offering%20tools%20that%20paraphrase%20AI%2Dgenerated%20text%20for%20this%20purpose%20are%20already%20cropping%20up%20all%20over%20the%20internet.
https://techpolicy.press/artificial-intelligence-could-democratize-government/#:%7E:text=To%20realize%20the%20promise%20of%20AI%2C%20we%20will%20need%20to%20build%20AI%20models%20and%20applications%20openly%20and%20make%20them%20widely%20available%20to%20the%20public.%20In%20other%20words%2C%20they%20should%20be%20open%20source%20wherever%20possible.%C2%A0
https://www.vox.com/technology/23746060/ai-generative-fake-images-photoshop-google-microsoft-adobe#:%7E:text=One%20novel%20approach%20%E2%80%94%20that%20some%20experts%20say%20could%20actually%20work%20%E2%80%94%20is%20to%20use%20metadata%2C%20watermarks%2C%20and%20other%20technical%20systems%20to%20distinguish%20fake%20from%20real.
https://openai.com/dall-e-2
https://blog.google/products/search/about-this-image-google-search/
https://storage02.forbrukerradet.no/media/2023/06/generative-ai-rapport-2023.pdf
https://www.vox.com/technology/23746060/ai-generative-fake-images-photoshop-google-microsoft-adobe#:%7E:text=The%20challenge%20with%20watermarks%2C%20though%2C%20is%20that%20they%20can%20be%20removed.%20A%20quick%20Google%20search%20turns%20up%20forms%20of%20people%20discussing%20how%20to%20circumvent%20the%20imprint.
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provider can watermark the output by embedding patterns into the model's word choice that do 
not substantially change the output meaning. Consequently, they remain invisible to humans but 
are algorithmically detectable. The limitations of this method are that it may reduce the quality of 
AI-generated text due to its vocabulary constraint and that the watermarks can be removed by 
paraphrasing the AI-generated text. 

It is worth noting that the industry has been working on creating an interoperable open standard 
called C2PA to label AI-generated content and disclose its provenance or ownership history. Adobe 
for example is now using this standard as part of its content credentials tool, enabling creators to 
add extra information about themselves and their creative process directly to their content at export 
or download. 

Other solutions that are being brought forward to counter AI-generated disinformation include the 
development of an instant fact-checker for social media users, the introduction of human detection 
of AI-generated content, or the identification of networks of fake accounts on social media 
platforms. Although distinguishing text generated by AI as opposed to humans is a difficult task, it 
remains necessary especially for fact-checking breaking news. The EU is currently funding a number 
of projects to build trustworthy AI solutions, one such project being vera.ai, which includes a fact-
checker-in-the-loop approach (where the AI model is re-trained continuously with the help of the 
users' feedback) and AI models that constantly check updated and verified sources. 

EU legal framework 
AI can both benefit and endanger democracy, as was already highlighted above. EU law already 
contains some rules to address the risks linked to the use of AI tools. For instance, the General Data 
Protection Regulation (EU) 2016/679 (GDPR) and the EU Data Protection Regulation (EU) 2018/1725 
give users the right to object to profiling but also restrict profiling based on the use of sensitive 
personal data. In addition, the EU is currently adapting its legal framework to better address the risks 
of AI, including for democracy. 

Code of Practice on Disinformation 
The European Commission launched a series of non-legislative initiatives to tackle disinformation, 
starting with a communication presented in 2018. There followed the adoption of a Code of Practice 
on Disinformation, where industry – including major online platforms – voluntarily agreed on self-
regulatory standards to fight disinformation. In 2021, the Commission issued guidance to 
strengthen the Code of Practice on Disinformation, and in 2022, a new Code of Practice on 
Disinformation was adopted. The industry agreed to put in place stronger transparency measures 
on political advertising, by providing more efficient labelling, committing to reveal the sponsor and 
the advertising spend and display period, and to put in place searchable advertising libraries for 
political advertising. The code also aims to empower users by making available tools to recognise, 
understand and flag disinformation and to access authoritative sources, and by running media 
literacy initiatives. 

Digital Services Act 
The Digital Services Act (DSA) entered into force in November 2022. Under the DSA, very large online 
platforms have to take a risk-based approach through independent audits of their risk management 
systems to prevent abuse – such as disinformation – of their systems. They then have to take action 
to mitigate the risks, including by moderating the content displayed on their platforms.  

The Code of Practice on Disinformation is recognised under the DSA. Consequently, for very large 
platforms, complying with the code could be considered an appropriate risk-mitigating measure. 

The DSA further addresses concerns regarding the micro-targeting of citizens. It bans both targeted 
advertising to minors based on profiling, and targeted advertising based on profiling using special 

https://www.lawfaremedia.org/article/finding-language-models-in-influence-operations#:%7E:text=But%20those%20changes,it%20came%20from.
https://www.technologyreview.com/2023/01/27/1067338/a-watermark-for-chatbots-can-spot-text-written-by-an-ai/#:%7E:text=These%20%E2%80%9Cwatermarks%E2%80%9D%20are%20invisible%20to%20the%20human%20eye%20but%20let%20computers%20detect%20that%20the%20text%20probably%20comes%20from%20an%20AI%20system.
https://theconversation.com/we-pitted-chatgpt-against-tools-for-detecting-ai-written-text-and-the-results-are-troubling-199774#:%7E:text=Watermarking%20could%20also%20be%20circumvented%20by%20paraphrasing%20tools%2C%20which%20might%20insert%20blacklisted%20words%20or%20rephrase%20essay%20questions.
https://www.vox.com/technology/23746060/ai-generative-fake-images-photoshop-google-microsoft-adobe#:%7E:text=Other%20major%20industry,using%20that%20standard.
https://c2pa.org/
https://helpx.adobe.com/creative-cloud/help/content-credentials.html#:%7E:text=Content%20Credentials%20are%20a%20new,content%20at%20export%20or%20download.
https://www.wired.com/story/chatgpt-generative-ai-deepfake-2024-us-presidential-election/#:%7E:text=One%20last%20possibility,of%20its%20veracity.
https://www.lawfaremedia.org/article/finding-language-models-in-influence-operations#:%7E:text=Approach%201%3A%20Human%20Detection%20of%20AI%2DGenerated%20Text%20in%20the%20Wild
https://www.wired.co.uk/article/fact-checkers-ai-chatgpt-misinformation#:%7E:text=Squash%20live%2Dmatched%20politicians%E2%80%99%20speeches%20with%20previous%20fact%2Dchecks%20available%20online%2C%20but%20its%20utility%20was%20limited.%20It%20didn%E2%80%99t%20have%20access%20to%20a%20big%20enough%20library%20of%20fact%2Dchecked%20pieces%20to%20cross%2Dreference%20claims%20against%2C%20and%20its%20transcriptions%20were%20full%20of%20errors%20that%20humans%20needed%20to%20double%2Dcheck.%C2%A0
https://cordis.europa.eu/project/id/101070093
https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A32018R1725
https://digital-strategy.ec.europa.eu/en/library/communication-tackling-online-disinformation-european-approach
https://ec.europa.eu/commission/presscorner/detail/en/ip_21_2585
https://digital-strategy.ec.europa.eu/en/library/2022-strengthened-code-practice-disinformation
https://digital-strategy.ec.europa.eu/en/library/2022-strengthened-code-practice-disinformation
https://www.europarl.europa.eu/thinktank/en/document/EPRS_BRI(2021)689357
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categories of personal data such as political opinions. It also imposes transparency requirements for 
advertising on online platforms. 

AI can be a powerful tool to improve content moderation and detect fake news on social media. 
However, reducing the visibility of content also entails risks of blocking legitimate forms of 
expression, limiting the circulation of legitimate content, restricting democratic debate and limiting 
pluralism during electoral periods. The risk of bias that can come with AI models can reinforce these 
concerns. To address the problem of platforms' opacity and understand their impact on societies, 
the DSA enables vetted public interest researchers to access the data of very large online platforms 
and thus enhance their accountability to the public. 

Political advertising 
The European Parliament and the Council of the EU are currently holding trilogue negotiations on 
the proposal for a regulation on political advertising. The proposal seeks to harmonise the rules on 
the transparency of political advertising by making record-keeping and labelling of political 
advertisements obligatory. Labels would have to be accompanied by a transparency notice 
mentioning the sponsor's identity and contact details, the period of publication and the amounts 
spent. The proposal would also ban targeting and amplification techniques that involve the 
processing of sensitive personal data such as political opinions. 

AI Act 
Moreover, the proposed AI act envisages a risk-based approach and imposes specific regulatory 
requirements on high-risk AI systems. In its position on the proposed AI act, the Parliament added 
to the list of high-risk AI systems those used to influence voters in political campaigns. It also 
introduced a layered approach to regulating general-purpose AI. Providers of foundation models 
(defined in the Parliament's position as AI system models that are trained on broad data at scale, are 
designed for generality of output, and can be adapted to a wide range of distinctive tasks), would 
have to ensure robust protection of fundamental rights, democracy, the rule of law, health, safety 
and the environment. Furthermore, generative foundation AI models, aimed at generating text 
images, audio or video, would have to disclose the fact that the content was generated by AI and 
not by humans. Moreover, they would have to be trained and designed to prevent generation of 
illegal content. Institutional negotiations are currently ongoing to finalise the proposed AI act. 

  

https://il.boell.org/en/2022/01/27/ai-and-elections-observations-analyses-and-prospects#:%7E:text=AI%20tools%20for,limiting%20their%20efficacy.
https://unesdoc.unesco.org/ark:/48223/pf0000382102
https://www.bloomberg.com/graphics/2023-generative-ai-bias/#:%7E:text=Some%20experts%20in,to%20wrongful%20convictions.
https://cerre.eu/wp-content/uploads/2023/03/CERRE_Access-to-Data-and-Algorithms-DMA-DSA.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32022R2065
https://www.europarl.europa.eu/RegData/etudes/ATAG/2023/739311/EPRS_ATA(2023)739311_EN.pdf
https://www.europarl.europa.eu/thinktank/en/document/EPRS_BRI(2021)698792
https://www.europarl.europa.eu/thinktank/en/document/EPRS_ATA(2023)747926
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